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THE NUMERICAL SOLUTION OF THE ORR-SOMMERFELD EQUATION 
AT LARGE REYNOLDS NUMBER 

by 

Thomas H. Hughes 

ABSTRACT 

The u s e of an a u t o m a t i c a l l y - d e t e r m i n e d v a r i a b l e mesh i n t h e 
n u m e r i c a l s o l u t i o n of t h e O r r - S o m m e r f e l d e q u a t i o n i s e x p l o r e d f o r 
p l a n e P o i s e u i l l e f l o w . The u s u a l f i n i t e - d i f f e r e n c e m a t r i x method 
w i t h a m o d i f i e d e i g e n v a l u e - s e a r c h - p r o c e d u r e i s u s e d . The method 
I s a p p l i c a b l e a t b o t h s m a l l and v e r y l a r g e Reyno lds numbers and 
i s u s e d t o p i e c e t o g e t h e r e x i s t i n g n u m e r i c a l and a s y m p t o t i c r e ­
s u l t s . The c u r v e of n e u t r a l s t a b i l i t y and s e v e r a l e i g e n f u n c t i o n s 
a r e p r e s e n t e d f o r p l a n e P o i s e u i l l e f l o w . I t i s a l s o d e m o n s t r a t e d 
t h a t t h e k i n k i n t h e n e u t r a l c u r v e i s a f e a t u r e of t h e O r r -
Sommerfe ld e q u a t i o n and n o t j u s t a d e f i c i e n c y i n t h e a s y m p t o t i c 
me thods as p r e v i o u s l y s u g g e s t e d . 

I . INTRODUCTION 

The O r r - S o m m e r f e l d e q u a t i o n w i t h i t s a s s o c i a t e d b o u n d a r y c o n d i t i o n s 

i s a t w o - p o i n t b o u n d a r y - v a l u e p r o b l e m t h a t h a s i t s o r i g i n i n t h e l i n e a r 

t h e o r y of h y d r o d y n a m i c s t a b i l i t y . I t h a s bfeen o b s e r v e d e x p e r i m e n t a l l y 

t h a t l a m i n a r f low o c c u r s a t low Reyno lds number and t h a t t u r b u l e n t f low 

i s t h e more n a t u r a l f low r e g i m e f o r t h e same s i t u a t i o n a t h i g h e r Reyno lds 

n u m b e r . S i n c e u n a v o i d a b l e i r r e g u l a r i t i e s and v i b r a t i o n s o c c u r i n any r e a l 

f low s i t u a t i o n , s u c h d i s t u r b a n c e s t o t h e b a s i c f low must d i e o u t i f a 

l a m i n a r f low i s t o r e m a i n l a m i n a r . However , t h e l a m i n a r r e g i m e i s s a i d 

t o be u n s t a b l e when s u c h d i s t u r b a n c e s a r e o b s e r v e d t o a m p l i f y . L i n e a r 

h y d r o d y n a m i c s t a b i l i t y t h e o r y a t t e m p t s t o u n d e r s t a n d t h e decay and g rowth 

of i n f i n i t e s i m a l d i s t u r b a n c e s as t h e y e f f e c t t h e e a r l y s t a g e s of t r a n s ­

i t i o n from l a m i n a r t o t u r b u l e n t f l o w . I n t h e m a t h e m a t i c a l t h e o r y a g i v e n 

i d e a l i z e d s t e a d y - s t a t e s o l u t i o n of t h e e q u a t i o n s of m o t i o n i s c o n s i d e r e d 

and t h e i n d i v i d u a l F o u r i e r componen t s of a d i s t u r b a n c e a r e s t u d i e d . 



Xhe Orr-So^nerfeia equation governs the two-dimensional i s rbances 

of p a r a l l e l steady two-dimensional flows given by a ve loc i t y f i e l 

n = (U(y),0) where the x d i rec t ion is in the d i r e c t i o n of flow an he 

" ^ ' ' ' , ^ , , „ f i . „ These flows inc lude c e r -
y d i rec t ion is chosen perpendicular to the flow. 

I = iPt-s and flows between p a r a l l e l p l a n e s . In ta in boundary layers , wakes, j e t s and news 

th i s report only plane Po i seu i l l e flow w i l l be considered although i t 

should not be d i f f i c u l t to extend the numerical method to boundary l aye r s 

and shear l aye r s . In the case of plane P o i s e u i l l e flow between s t a t i o n a r y 

p a r a l l e l p l a t e s , the veloci ty p r o f i l e i s 

2 (1) 
U(y) = 1 - y 

where the problem has been normalized such t h a t the p l a t e s are loca ted a t 

y = +1 and y = - 1 , and the maximum ve loc i ty at y = 0 i s u n i t y . 

Consider a two-dimensional dis turbance to t h i s ba s i c flow with 

veloci ty components { u ' , v ' } and take a s ing l e complex Four ier component 

{ u ' , v ' } = Rea l{ [ i l (y ) ,v (y ) ]Exp[ ia (x -c t ) ]} . 

The quanti ty a is real and i s the wave number in the x d i r e c t i o n ; c i s 

complex, the real p a r t , c , is the wave ve loc i ty and the imaginary p a r t 

of c, namely c , represents the ampl i f ica t ion or damping of the o s c i l ­

la t ion with the passage of t ime. The d is turbance v e l o c i t i e s u' and v' 

are both required to vanish at the boundaries y = +1 and - 1 . In order 

to derive the disturbance d i f f e r e n t i a l equat ions the per turbed v e l o c i t y 

f ie ld u = {U+u',v'} i s s u b s t i t u t e d i n t o the Navier-Stokes equa t ions and 

then the disturbance equations are l i n e a r i z e d . I t i s convenient to 

define a stream function in the form 

i|) = 4i(y)Exp[ia(x-ct) ] 

where u = $ ' , v = -ia(t and ( ' ) now denotes d i f f e r e n t i a t i o n with r e spec t 

to y. Then the d i f f e r e n t i a l equation to be s a t i s f i e d by the complex 

function (ti(y) i s the Orr-Sommerfeld equa t ion : 

(U-c) (<t."-a^(t)) - Û ',̂  = j ^ ((t,"-" - la^i," + a^*) (2) 



where R i s the Reynolds number. The boundary condi t ions are <P = ^' = 0 
2 

at y = +1 and y = - 1 . For plane P o i s e u i l l e flow U(y) = 1 - y i s an 

even function so tha t * may be s p l i t i n t o odd and even s o l u t i o n s . Only 

the even s o l u t i o n w i l l be s tud ied h e r e , and t h e r e f o r e , only the ha l f -

channel y = - 1 t o y = 0 need be considered. The boundary condi t ions 

are 

* = <(|' = 0 a t y = - 1 and *' = *•" = 0 at y = 0. (3) 

The mathematical problem of hydrodynamic s t a b i l i t y now becomes an 

e igenvalue problem of Eq. (2) with the boundary condi t ions (3) and 

y i e l d s an e i g e n r e l a t i o n between a, R, c , and c . . In genera l t h i s 

e igenvalue problem i s very d i f f i c u l t t o s o l v e . I f c. i s p o s i t i v e , the 

flow i s s a id t o be uns tab le according to l i n e a r i z e d theory; otherwise 

the flow i s s t a b l e . If one considers the n e u t r a l d i s t u rbances , c. = 0, 
1 

the r e s u l t of p l o t t i n g a aga ins t R i s ca l l ed the ' n e u t r a l ' curve , or 

the curve of n e u t r a l s t a b i l i t y (see Fig. 1 ) . Of p a r t i c u l a r i n t e r e s t 

i s the lowest Reynolds number for which a l l d i s tu rbances are s t a b l e . 

From previous work the range of the parameters along the n e u t r a l 

curve are known as follows : 

R i s r e a l , R . = 5000 and R ^ •»; 
mm 

a i s r e a l , >0 , with a = 1 . 5 and a ->- 0 as R 
max 

(c ) = T and c + 0 as E -• " . 
r max 4 r 



I I . REVIEW OF PREVIOUS WORK 

Early s tudies of the Orr-Sommerfeld equation were based upon the 

fact that the Reynolds number is usually f a i r l y l a rge and consequently 

asymptotic methods were used. More recent ly numerical methods have 

been used extensively. There are two d i f fe ren t numerical approaches: 

( i ) the i n i t i a l - v a l u e (or shooting) method in which the two-point 

boundary-value problem i s solved by an i n i t i a l - v a l u e numerical i n t e ­

gra t ion , and ( i i ) the matrix f in i t e -d i f f e rence method in which the 

d i f f e r e n t i a l equation is approximated by a f i n i t e - d i f f e r e n c e equat ion 

and then the resu l t ing matrix eigenvalue problem i s so lved . The 

method to be presented in th i s report i s a modificat ion of the mat r ix 

f in i te -d i f ference method. In addit ion the ca l cu la t ions by t h i s new 

method are made more e f f i c ien t by using some elements of the asymptot ic 

ana lys i s . Consequently, both asymptotic and numerical methods are r e ­

viewed in the following paragraphs. 

Asymptotic Methods 

The Orr-Sommerfeld equation (2) i s a four th-order l i n e a r equa t i on ; 

the solution therefore consists of a l i nea r combination of four b a s i c 

solutions and may be wri t ten <t> = c i + c.(f. + c <^ + c * . As a 
1 1 2 2 3 3 4 4 ' 

s t a r t i n g point in the asymptotic ana lys i s , i t i s n a t u r a l to expand 
in powers of ( i a R ) " \ The zeroth-order so lu t ions of such an expan­

sion are the so-cal led inv isc id s o l u t i o n s , *^ and j , ^ , which s a t i s f y the 

d i f fe ren t ia l equation 

(U-c)(*"-a^(|>) - u"* = 0. 

Consider the case c. = 0. Since i t i s known t h a t the value of c i s such 

that U(y) - c^ has a zero in the range -1 ^ y ^ 0 , equat ion (4) has a 

s ingular i ty at y = y^ „here y^ = - / T T ; . Thus equat ion (4) i s not a 

valid approxin^tion everywhere to the f u l l Orr-Sommerfeld equat ion 

(2) which is regular at the ' c r i t i c a l po in t ' y . Also the 



s o l u t i o n s t o (4) cannot s a t i s f y a l l the boundary condi t ions ( 3 ) , 

s ince (4) i s only a second-order d i f f e r e n t i a l equa t ion . Neverthe­

l e s s these i n v i s c i d s o l u t i o n s are co r r ec t except i n the neighborhood 

of y and a t the w a l l y = - 1 . The o ther two b a s i c s o l u t i o n s , tfi, and 

fl*, , are c o r r e c t i o n s to the i n v i s c i d s o l u t i o n s and are known as v i s ­

cous s o l u t i o n s . The viscous s o l u t i o n 4>_ decreases exponen t i a l ly 

with d i s t ance from the wa l l and i s the one which i s p h y s i c a l l y 

r e a l i s t i c , while the o ther cj) i nc r ea se s exponen t i a l ly with d i s t ance 

from the wal l and must be r e j e c t e d . Much of the d i f f i c u l t y of l i n e a r 

hydrodynamic s t a b i l i t y theory i s concerned with the d e t a i l s of p ro ­

v id ing these necessary c o r r e c t i o n s . For d e t a i l e d information concern­

ing the asymptot ic work the reader i s r e f e r r ed to the book by Lin and 
2 3 4 

the review a r t i c l e s by S t u a r t , Shen, and Reld. 

I n i t i a l - V a l u e (Shooting) Methods 

There are s e v e r a l v a r i a t i o n s t o t h i s method and the following d i s ­

cussion i l l u s t r a t e s the b a s i c i d e a . Choose a p a r t i c u l a r value of R 

(with c. = 0) and e s t ima te a and c . Using a numerical i n t e g r a t i o n 

scheme such as Runge-Kutta, i n t e g r a t e the Orr-Sommerfeld equa t ion 

from y = 0 t o y = - 1 t o get two independent s o l u t i o n s (}) and ^ . To 

i n i t i a t e the i n t e g r a t i o n the i n i t i a l va lues - a r e chosen to s a t i s f y 

<t>'(0) =ij)"'(0) = 0 and cj) = 1, f = 0, ((>,_ = 0 and (f" = 1. One of the a a b b 
s o l u t i o n s w i l l be an i n v i s c i d s o l u t i o n and the other of exponent ia l 

t ype . Now apply the boundary condi t ions a t y = - 1 t o (}) = A(t) + i|) . 

That i s , Aij) (-1) + ip^(-l) = 0 and A()i'(-1) + ()i '(-l) = 0. These equa-
a b a b 

t ions w i l l be s a t i s f i e d i f the c h a r a c t e r i s t i c equat ion i|> (-1)4) ' ( -1) -
a D 

iti'(-l)()) (-1) = 0 i s s a t i s f i e d . Since $ i s complex the re are two 

r e a l equat ions for a and c t h a t can be solved i t e r a t i v e l y using a 

r o o t f i n d e r such as Newton's . 

The d i f f i c u l t y with the above method i s t h a t one of the s o l u t i o n s 

t o the d i f f e r e n t i a l equa t ion grows e x p o n e n t i a l l y . Hence the r e a l 

problem i s t o genera te numer ica l ly a second ( i n v i s c i d ) s o l u t i o n which 
i s not merely a mu l t i p l e of the growing s o l u t i o n . At r e l a t i v e l y low 

Reynolds numbers near R , , Nachtsheim overcame t h i s d i f f i c u t y by using 
min 

double p r e c i s i o n a r i t h m e t i c , i n t e g r a t i n g from both y = 0 and y = - 1 , and 



10 

matching in the middle. Supression of the growing s o l u t i o n during 

the ca lcula t ion of the well-behaved so lu t ion also overcomes t h i s 

d i f f i cu l ty and has been used qui te successful ly with s eve ra l v a r i a ­

t ions such as : f i l t e r i n g , ' ' or thonormal lzat ion, and p a r a l l e l 
8 

shooting. 

Finite-Difference Methods 

In Che f in i te-di f ference or matrix methods the I n t e r v a l 

-1 j ^ y <_ 0 i s divided into a uniform (or non-uniform) gr id of 

mesh points and the d i f f e r en t i a l equation i s approximated a t 

each mesh point by a difference equation using centered d i f fe rence 

approximations to the derivat ives . Care is taken to use d i f fe rence 

expressions that minimize the t runcat ion e r r o r . When the boundary 

conditions are incorporated, the r e su l t i ng system of l i n e a r equa­

tions can be wri t ten as a five-banded complex matrix equat ion 

[A(a,R) + (c + i c . ) B ( a ) ] * = 0. 

For given a and R th i s i s a standard eigenvalue problem for 

<̂  = c^ + i c ^ . Since one usually wants the n e u t r a l curve, c. = 0, 

a double search must be carr ied out : f i r s t find c for given a and 

R and then vary a un t i l c_. = 0. A good es t imate for c i s usua l ly 

available ( e . g . , from a previous R value ) so tha t an e f f i c i e n t 

numerical eigenvalue method consis ts of finding the zeros of the 

determinant |A - cBJ. This determinant i s ca l cu la t ed by reducing 

the matrix to upper t r i angular form by Gaussian e l imina t ion and 

then a rootfinder such as that of Aitken, Mul le t , Newton, or 

Laguerre i s used. 

This method was f i r s t used on the Orr-Sommerfeld equat ion by 

Thomas^ in 1953 and subsequently by K u r t z , ^ ^ ' l l Osborne^^ and G a r y . " 

Thomas used the method as out l ined above without a r o o t f i n d e r 

for plane Poiseui l le flow and Kurtz^^ s tud ied some boundary l a y e r 

flows using the above method with Mul le t ' s r o o t f i n d e r . Osborne^^ 

used a very different inner -outer type i t e r a t i o n scheme and was 

concerned with the numerical s t a b i l i t y of the a lgor i thm. Gary 



11 

14 
and Helgason t r i e d t o get around the often encountered roo t f i nde r 

d i f f i c u l t i e s by t ransforming the problem to the s tandard matr ix 

e igenvalue problem A* = c* and then using the QR algor i thm to compute 

the e igenvalues d i r e c t l y . 



I I I . DETERMINATION OF THE VARIABLE MESH 

The m a t r i x f i n i t e - d i f f e r e n c e method i s u s e d m t h i s s t u d y w i t h a 

non -un i fo rm mesh and a m o d i f i e d e i g e n v a l u e s e a r c h p r o c e d u r e d i s c u s s e d 

i n S e c t i o n V. I t i s d e s i r a b l e t o have a r e l a t i v e l y h i g h d e n s i t y of 

mesh p o i n t s m t h e c r i t i c a l l a y e r and i n t h e v i s c o u s l a y e r a t t h e w a l l 

where *(y) i s changing r a p i d l y . A l though t h e mesh s p a c i n g m i g h t ^ b e 

s p e c i f i e d a n a l y t i c a l l y once and f o r a l l as i n Gary and H e l g a s o n o r 

R o b e r t s , ^ ^ t h e use of an a u t o m a t i c a l l y d e t e r m i n e d and c o r r e c t e d mesh 

p o i n t d i s t r i b u t i o n u s i n g t h e i d e a s g i v e n by P e a r s o n ' a p p e a r s t o 

be h i g h l y f l e x i b l e and d e s i r a b l e . As i n P e a r s o n t h e mesh p o i n t s p a c ­

i n g i s i n i t i a l l y un i fo rm; u s u a l l y 100 e q u a l i n t e r v a l s i n - 1 £ y ^ 0 

a re s u f f i c i e n t . S e t t i n g +(0) = I and u s i n g an e s t i m a t e f o r a , c ^ , 

and R (c = 0) from Thomas f o r e x a m p l e , a f i r s t a p p r o x i m a t i o n t o 

1 

t h e e i g e n f u n c t i o n i s c a l c u l a t e d by s o l v i n g t h e f i n i t e d i f f e r e n c e e q u a ­

t i o n s by Gauss ian e l i m i n a t i o n . New mesh p o i n t s a r e t h e n i n s e r t e d b e ­

tween any p a i r of a d j a c e n t mesh p o i n t s y , and y , , , f o r w h i c h 

lg (y , i ) " g ( y ) l exceeds a p r e d e t e r m i n e d l i m i t 6 . * The number of 

such mesh p o i n t s i n s e r t e d ( u n i f o r m l y ) be tween y . and y . , , i s a p p r o x i ­

ma te ly e q u a l t o jg . , - g , | / 6 . Using t h i s m o d i f i e d mesh t h e f i n i t e 
d i f f e r e n c e e q u a t i o n s a r e s o l v e d a g a i n , new mesh p o i n t s i n s e r t e d , and 

so on ; the p r o c e s s i s c o n t i n u e d i t e r a t i v e l y u n t i l | g . , , ~ g, i ^ ^ 

eve rywhe re . The v a l u e of 6 i s chosen t o be a s m a l l f r a c t i o n . 
' I ' 

( u s u a l l y E = 0 .04 or 0 .015) of t h e computed v a l u e of m a x , { g . } -

min {g }. S ince t h e i n s e r t i o n of new mesh p o i n t s may r e s u l t i n a 

l o c a l l y a b r u p t change i n i n t e r v a l s i z e , w i t h some c o n s e q u e n t l o s s i n 

t h e accu racy of t h e f i n i t e - d i f f e r e n c e a p p r o x i m a t i o n s , a s m o o t h i n g 

p r o c e s s i s c a r r i e d out p r i o r t o each new Gauss i an e l i m i n a t i o n s w e e p . 

T h i s smooth ing p r o c e s s s imply c o n s i s t s i n r e p l a c i n g e a c h mesh p o i n t 

y^ by a new p o i n t y | v i a y_: = - j(y^_^ + y^^^^) f o r 1 = 1 , 2 , 3 , . . . , i n 

s e q u e n c e . I t was found n e c e s s a r y t o r e p e a t t h i s s m o o t h i n g sweep 

about f i v e t imes each Gauss ian e l i m i n a t i o n sweep f o r b e s t r e s u l t s . 

An example of a n o n - u n i f o r m mesh g e n e r a t e d i n t h i s way i s shown i n 

F i g u r e 3 . 

*The r e a l and i m a g i n a r y p a r t s of * a r e t r e a t e d as s e p a r a t e r e a l 
f u n c t i o n s deno ted c o l l e c t i v e l y i n t h i s s e c t i o n by g . 
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The above paragraph contains a general description of the method 

used; however two modifications to this basic procedure were found help­

ful. First, examination of the eigenfunctions revealed a sharp corner 

at the wall, i.e., 4)' varies rapidly and requires a dense mesh. The pro­

gram was modified to examine both the real and imaginary parts of 4 and 

((>' as above. Higher derivatives could also be examined but this was not 

found necessary. Secondly, as R becomes larger the viscous layer at the 

wall and the critical layer crowd toward y = -1 and, since there is no 

provision for eliminating unnecessary mesh points, the number of mesh 

points could grow excessively. It was found that the distance from the 

wall to the critical layer at y is a good measure of the width of the 

dense mesh zone. Thus tbe routine was modified to permit a compaction 

of the mesh points toward the wall whenever the estimated c was smaller 
r 

than before. The shifting equations used are* 

(y. + 1) 

c 

where k is the largest i such that y, < y and 

y^ = y^ + — (y^ - y^) for 1 = k+1,...,N-1, 
c 

where y' is the value of y at the estimated value of c . With these 
c c r 

two modifications the routine generated a nearly optimum density of 

mesh points over tbe entire range of parameters of interest. 

Exactly how this mesh point generating routine is Incorporated into 

the eigenvalue search is somewhat arbitrary. In this study the emphasis 

was on computing the neutral curve and calculations were started at one 

value of R and proceeded to a new (usually larger) value of R with c. 

set equal to zero. Hence R parameterized the neutral curve and a and 

c were the 'eigenvalues.' For each new value of R, the extrapolated 

values of a and c were used as new estimates and the mesh points from 
r 

the previous calculation were tested and altered before the eigenvalue 

search began. Then the mesh point distribution was kept fixed during 

the eigenvalue search. 

*the mesh points are numbered with ŷ , = -1 and y = 0. 
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Whenever a ca lcula t ion was s t a r t e d from a uniform mesh many mesh 

points were added at f i r s t but as R was increased few a d d i t i o n a l mesh 

points were needed due to the sh i f t i ng with y . I t might appear t h a t 

the f i r s t ca lcula t ion using a uniform mesh spacing must be performed 

only at a moderate value of R, but with proper choice of the number 

of i n i t i a l uniform points and 6 the ca lcu la t ions could be s t a r t e d with 
9 

a uniform mesh at any Reynolds number up to about 10 . De ta i l s con­
cerning the number of points needed and t h e i r densi ty can be found 
in Section VI and in the f igures . 



IV. FINITE-DIFFERENCE EQUATIONS 

I f the non-uniform mesh-point spacing were given by an a n a l y t i c 

exp re s s ion , then the d i f f e r e n t i a l equat ion could be transformed i n t o 

a new d i f f e r e n t i a l equa t ion which could be approximated using f i n i t e -

d i f fe rence express ions for uniform spac ing . Such an approach has been 
15 18 

considered by Roberts and Toomre, however in t h i s study the mesh-

po in t spacing i s not so defined and Lagranglan express ions for a r b i t r a r y 

spacing must be used. During the i n i t i a l phase of t h i s work the Orr-

Sommerfeld equat ion was t r e a t e d as a s i n g l e four th -order equa t ion , then 

l a t e r work used an equ iva len t second-order system and f i n a l l y an equ iva len t 

f i r s t - o r d e r system was also t r i e d . * For the purpose of manipulat ing 

f i n i t e - d i f f e r e n c e express ions i t i s more convenient to define E = (icxR) 

and w r i t e the Orr-Sommerfeld equat ion as 

- 1 

i"^" + £ "̂ f, ( y ) f ' + E ^f,(y)<l> = 0 (5) 

where f. = -2Ea - 1 + c + y and f2 = Ea + a (1-c-y ) - 2 and the 

boundary condi t ions are (K-l) = * ' ( - ! ) = (ti'(O) = <(i"'(0) = 0. An 

equiva len t second-order system i s 

<l>''' + £ l^(.y)^ 2e ^ * 

and (6) 

- ijj + a (}i = 0 

2 2 
-Ea - 1 + c + y with boundary condi t ions 

where îi = iti" + a <j) and f, 

4,(_1) = ( | i ' (-l) = ())'(0) = ill'(0) = 0 . Whereas an equiva len t f i r s t - o r d e r 

system i s expressed as 

= -£ ^f^* + 2e'^<t 

ill - a (^, 

<l>' = 9 , 

(7) 

*Prof. H. B. Keller made this suggestion in a private discussion 
in 1969. 
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w i t h boundary c o n d i t i o n s * ( - l ) = X ( - l ) = x (0 ) = 9 ( 0 ) - 0 . I n t h e s e 

e q u a t i o n s • , ^ , 9 , and x a r e a l l complex f u n c t i o n s o f y and i n t h e 

work t h a t fo l lows t h e f i n i t e - d i f f e r e n c e e x p r e s s i o n s a r e complex and 

t h e c o n p u t e r programs were w r i t t e n t o use complex a r i t h m e t i c . 

As d i s c u s s e d i n H i l d e b r a n d , " fo r e x a m p l e , d e n o t e t h e mesh p o i n t s 

fo r n odd by y ^ , k = - n , . . . , o , . . . , n , and t h e n t h e L a g r a n g l a n f i n i t e 

d i f f e r e n c e e x p r e s s i o n fo r the r - t h d e r i v a t i v e of a 2 n - t h o r d e r a p ­

p r o x i m a t i n g p o l y n o m i a l i s g i v e n by 

^ f ( x ) ^ T ^ ( ^ ^ ( x ) ) f ( V ' 
dx k=-n dx 

where 

( x -x_J . . . ( x -x^^_^ ) (x -x^^^ ) . . . ( x -x^ ) 

Using t h i s e q u a t i o n t h e f i v e - p o i n t L a g r a n g l a n a p p r o x i m a t i o n t o t h e 

f o u r t h d e r i v a t i v e e v a l u a t e d a t t h e c e n t e r p o i n t i s found t o b e 

^ f ( x ^ ) . 2 4 V f ( ) / . ^ ( 8 ) 
dy k=-2 

2 
where TT = n ( x - x . ) . S i m i l a r l y , t h e t h r e e - p o i n t L a g r a n g l a n 

i= -2 

approx imat ion t o t h e second d e r i v a t i v e e v a l u a t e d a t t h e c e n t e r p o i n t 

i s 

j 2 

^ f ( V - ^lyCx,,) + £^f(x^) + ^;,f(x^^) (9) 

where S,' 
-1 (x_^-x^) (x_^ -x^^ ) ' o = ( x ^ - x _ ^ ) ( x ^ - x ^ p and 

V, = 
+1 (x -X ) (x -X 1 • '^^^ f i n i t e - d i f f e r e n c e a p p r o x i m a t i o n s t o t h e 

+1 - l ' ^ +1 o"̂  

f o u r t h - o r d e r e q u a t i o n and t h e p a i r of s e c o n d - o r d e r e q u a t i o n s a r e o b t a i n e d 

by i n s e r t i n g the a p p r o x i m a t i o n s (8) and (9) i n t o e q u a t i o n s (5) and (6) and 



e v a l u a t i n g f ,̂ f and f a t y = y . The f i r s t - o r d e r system i s approxi ­

mated in such a way tha t only the values at y, and y. a re involved . 

Define h = y.^-, - y, , then the f i n i t e - d i f f e r e n c e equat ions are given by 

E ( V i - «i> = - i ^ ' ' f3 . i^^(* i+ i + *i) + ^" ' (*i+i + *i)-

E^Xi+i - h^ =1^*1+1 + * i ) - i « ' ( * i + i + * i ) ' 

and 

E (*i+l - *l) = I (Xi+1 + ^i^ 

where £3^^^^ I s f̂  eva lua ted a t y^_^^ = | (y^^^ + y^) . 

I f the mesh po in t spacing were uniform, the approximations (8) and 
2 

(9) would be 0(h ) accu ra t e because of c a n c e l l a t i o n of the 0(h) e r r o r 

t e rms . In t h i s work the f i n i t e - d i f f e r e n c e approximations to the fou r th -

order equa t ion and the second-order system are only 0(h) accura te where 

h i s the maximum s t e p s i z e over the f ive po in t s used. However the f i n i t e -

d i f f e rence approximations to the f i r s t - o r d e r system are chosen to extend 

2 

over only one i n t e r v a l and, t h e r e f o r e , are 0(h ) a ccu ra t e . This d i f f e r ­

ence i n accuracy was s t r i k i n g l y demonstrated in a c t u a l c a l c u l a t i o n s . The 

r e s u l t s of the f i r s t - o r d e r system for e s s e n t i a l l y the same mesh as used 

for the h i g h e r - o r d e r equa t ions are s eve ra l orders of magnitude more 

a c c u r a t e . Early in t h i s study i t was no t iced t h a t the second-de r iva t ive 
term in Eq. (5) i s m u l t i p l i e d by £ and i t was f e l t t h a t using a 

3 
f i v e - p o i n t approximation to the second d e r i v a t i v e with 0(h ) e r r o r would 

y i e l d an improvement in accuracy over the t h r e e - p o i n t approximation. 

However, the 0(h) e r r o r term conta ins the f i f t h d e r i v a t i v e of cji, whi le 
3 

the 0(h ) e r r o r term conta ins the seventh d e r i v a t i v e of (fi. I t should be 

r e c a l l e d t h a t one of the s o l u t i o n s of the Orr-Sommerfeld equa t ion i s an 
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exponential with behavior l ike Exp(E 'y) so that if /* ^ £ . 

Therefore i f h -v. IE '**! , any Increase in order of h i s cancel led by the 

increase in the order of d i f f e r e n t i a t i o n . This was confirmed by a c t u a l 

ca lcu la t ion . I t was found that h was about |£ ^| in magnitude in the 

region near the wall and that the r e su l t s for both approximations to the 

second der ivat ive were comparable. 

The system of f in i te -d i f fe rence equations can be w r i t t e n in mat r ix 

form A(a,c,R)* = 0. For the fourth-order system the rows are the f i n i t e -

difference equations centered at y , y^ . - . - .y^ , in sequence where 

y = -1 and y, = 0 . The columns are the coef f i c ien t s of the unknowns 
0 ^N 

* . , * , . . . , * . The boundary conditions are incorporated i n t o t h i s system 

of equations by s e t t i n g if>(-l) = ^ = 0, by assuming t h a t y - y = 

y, - y so that if'(-1) = 0 implies * , = * ; by assuming t h a t y - v = 
1 o ^ -1 +1 -̂  " •'N+1 •'N 

N̂ - ^N-1 ^° '^'^^' •''''•"^ " ° implies i^^^ = *j^_^ and f i n a l l y assuming 

^^+2" ^N+l ' % - l - y^-2 ^° ' ^ ^ ' * " ' ' ° ^ = ° implies i>^_^^ = i,^_^. The 

matrix A i s an N by N matrix of complex elements with the only nonzero 

elements along the main diagonal and the two sub- and supe r -d i agona l s 

i . e . , A i s five-banded. The se t of l i nea r equat ions approximating the 

system of second-order equations can also be w r i t t e n as a f ive-banded 

complex matrix equation. The rows are the N p a i r s (r' equa t ion befo 
re 

1 ' > ' 2 ' - - - . > ' N 
the *" equation) of f i n i t e - difference equat ions centered at y ,y 

in sequence. The columns are the coe f f i c i en t s of the unknown,' 

*^, *^, *2. * 2 ' - - - ' * N ' * N - ^h'̂  boundary condi t ions at y = -1 are used to 

eliminate «^ and *^ by using H-1) = *^ = 0 and by assuming t h a t 

^o - y-i = ^1 - ^o " ^ "° " ^ " * ' ( - ! ) = 0, which impl ies $_ = $ 

be combined with a f i n i t e d i f ference approximation a t y^ t ^ ' t h e second 

equation of (6) to yie ld ,^ -C2/H'), ^^ . The boundary condi t ions a t y = 0 

are used in the same way as with the fou r th -o rde r equat ion to e l i m i n a t e 

V l ^"d V r " i ' h t h i s order ing the matr ix A i s a 2N by 2N square 
five-banded complex matr ix. 

With careful ordering of the equat ions and unknowns the s e t of 

l inear f in i t e -d i f fe rence equat ions approximating the f i r s t - o r d e r system 



(7) can be w r i t t e n as a seven-banded complex 4N by 4N matr ix 

equa t ion . The rows are the N s e t s of equat ions centered a t 

y, > y2. - - - .yM i " sequence with the equat ion order ing i)j' = . . . , 

9' = • - - . X' = •••> '('' = ••• in each s e t . The columns are the 

c o e f f i c i e n t s of the 4N unknowns, 9 , i l j , 6 , i ) j , $ , y 
o' '̂ o' 1' *1' I' x-iy • ' 

%-l' '''N-I' '*N-1' '̂ N-l' '''N' '^N' '̂ ^̂  boundary conditions yield 
4,(-l) = $ = 0, x(-l) = X = 0, x(0) = X., = 0 and 6(0) = 9„ = 0. 

^ 0 A N 

Both s to rage requirements and computing time would be reduced 

i f one could r e t a i n the five-banded s t r u c t u r e previous ly ob­

ta ined with the fou r th -o rde r equat ion and the second-order 

system. This can be accomplished by using a ' s t agge red ' d i f ­

ference scheme and carefu l order ing of the equat ions and un­

knowns . The equat ions con ta in ing 6' and x' would be c e n t e r -

d i f ferenced at the y. p o i n t s , but the equat ions conta in ing 9' 

and cfi' would be cen t e r -d i f f e r enced a t the midpoints between 

adjacent mesh p o i n t s . Unfor tuna te ly , t h i s system i s only 0(h) 

accura te and the advantages of going to a f i r s t - o r d e r system 

are l o s t . 

For most of the c a l c u l a t i o n s the second-order system was 

found to be the bes t compromise between accuracy and computing 

t ime. The c a l c u l a t i o n s using the four th -o rde r equat ion were 

found to be somewhat f a s t e r but no t i ceab ly l e s s accu ra t e . On 

the o the r hand the c a l c u l a t i o n s using the f i r s t - o r d e r system 

were about four times slower than the second-order system be ­

cause there are twice as many equat ions and one a d d i t i o n a l sub-

diagonal band must be transformed to zero by Gaussian e l i m i n a t i o n . 

However, about two d i g i t s of accuracy could be gained by using 

the f i r s t - o r d e r system and t h i s was of g rea t help in the region 

of the n e u t r a l curve in the neighborhood of the k ink . 

http://y2.---.yM
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V. SOLUTION OF THE EIGENVALUE PROBLEM 

One of t h e s t a n d a r d methods of s o l v i n g t h i s g e n e r a l m a t r i x 

e i g e n v a l u e p rob lem, A ( a , R , c ^ , c . ) * = 0 , i s t o use a r o o t f i n d e r t o 

n u m e r i c a l l y l o c a t e the z e r o s of t h e d e t e r m i n a n t of A, d e n o t e d by 

de tA . As w i t h any a l g o r i t h m t h a t u s e s a r o o t f i n d e r r o u t i n e , t h e 

o v e r a l l method can be very e f f i c i e n t i f a good e s t i m a t e of t h e 

l o c a t i o n of the z e r o i s a v a i l a b l e . S i n c e t h e s y s t e m of e q u a t i o n s 

i s complex , t h e d e t e r m i n a n t i s a l s o complex and can be u s e d t o 

de t e rmine two of t h e four p a r a m e t e r s a , R, c ^ , c^ , w h i l e t h e o t h e r 

two a r e h e l d c o n s t a n t d u r i n g t h e e i g e n v a l u e s e a r c h . To o b t a i n t h e 

' n e u t r a l c u r v e , ' i t i s conven ien t t o s e t c . = 0 and c a l c u l a t e t h e 

v a l u e s of a and c fo r a sequence of v a l u e s of R. Such a s e q u e n c e 

of c a l c u l a t i o n s i s s t a r t e d from some known r e s u l t s , n e a r R . f o r 
m m 

example , and then R i s i n c r e m e n t e d t o l a r g e r v a l u e s w i t h good e s t i ­

mates of a and c o b t a i n e d by q u a d r a t i c e x t r a p o l a t i o n . A n o t h e r 

common choice ( s e e S e c . I I ) would be t o a s s i g n v a l u e s o f o and R 

and f ind c = c + i c . ; however , t h i s method r e q u i r e s a s e c o n d 
i t e r a t i o n t o f ind c = 0 . 

1 

To f ind the ze ros of de tA , which i s a c o m p l e x - v a l u e d n o n ­

l i n e a r f unc t i on of t h e two r e a l p a r a m e t e r s a and c t h e t w o -
r 

d imens iona l v e r s i o n of Newton ' s method i s u s e d . T h i s can b e 

w r i t t e n c o n v e n i e n t l y as a s y s t e m of two l i n e a r e q u a t i o n s f o r t h e 

c o r r e c t i o n s 4a and Ac : 

3r , 3r n 
T - Aa -H - ^ Ac = r " da 9c r 

r 

9s ^ 9s n 

r 

where Aa = a""''^ - a" Ac - r^^^ " 
' '^'^r " ' ' r - c ^ ' "̂  ^^ ^^^ "^sal P a r t of d e t A 

and s i s the imaginary p a r t of d e t A . The p a r t i a l d e r i v a t i v e s o f 

r and s a re o b t a i n e d a p p r o x i m a t e l y by compu t ing d e t A ( a " c") 

detA ( „ " . , „ , ,p , „ , ,,,^ (^n_ ^n ^ ^^^^ ^ ^^^ ^^^^ ^ ^ ^ , ^ r ^^^ 

a p p r o p r i a t e r a t i o s . Using good e s t i m a t e s f o r a and c 

( 1 0 ) 
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o b t a i n e d from p r e v i o u s c a l c u l a t i o n s , t h e r o o t f i n d e r u s u a l l y c o n v e r g e d 

i n two t o s i x i t e r a t i o n s t o t h e d e s i r e d a c c u r a c y . 

The e v a l u a t i o n of t h e d e t e r m i n a n t i s p e r f o r m e d by r e d u c i n g t h e 

m a t r i x A t o u p p e r t r i a n g u l a r form u s i n g G a u s s i a n e l i m i n a t i o n and 
20 

t h e n c o m p u t i n g t h e p r o d u c t of t h e d i a g o n a l t e r m s ( s e e W i l k i n s o n , 

f o r e x a m p l e ) . The G a u s s i a n e l i m i n a t i o n i s p e r f o r m e d i n complex 

a r i t h m e t i c i n a way t h a t p r e s e r v e s t h e b a n d e d s t r u c t u r e of t h e 

m a t r i x . The l a r g e s t e l e m e n t i n a b s o l u t e v a l u e be low t h e d i a g o n a l 

i n e a c h column i s u s e d as t h e p i v o t . T h i s ' p a r t i a l p i v o t i n g ' may 

add n o n z e r o e l e m e n t s above t h e d i a g o n a l where z e r o s e x i s t e d b e ­

f o r e , b u t on ly i n a t mos t t h e two ( i n t h e f i v e - b a n d c a s e ) o r t h r e e 

( i n t h e s e v e n - b a n d c a s e ) s u p e r d i a g o n a l s above t h e e x i s t i n g n o n z e r o 

d i a g o n a l s . C o n c e p t u a l l y t h e c o m p u t a t i o n of t h e p r o d u c t of t h e 

d i a g o n a l t e r m s i s a s i m p l e o p e r a t i o n b u t when 100 t o 1000 or more 

t e rms a r e I n v o l v e d , one i n v a r i a b l y h a s u n d e r f l o w or o v e r f l o w 

d i f f i c u l t i e s e v e n i f t h e numbers a r e c l o s e t o o n e . To a v o i d t h i s 

d i f f i c u l t y t h e d e t e r m i n a n t i s s c a l e d t o h a v e a m a g n i t u d e of u n i t y 

a t t h e e s t i m a t e d v a l u e s o f a and c b e f o r e t h e r o o t f i n d e r i t e r a t i o n 
r 

b e g i n s . The s c a l i n g f a c t o r s a r e s a v e d and a p p l i e d t h r o u g h o u t t h e 

r e m a i n d e r of t h e r o o t f i n d e r i t e r a t i o n s . When an a p p r o x i m a t i o n t o 

t h e e i g e n f u n c t i o n i s r e q u i r e d e i t h e r by t h e mesh g e n e r a t i n g and 

t e s t i n g r o u t i n e o r f o r f i n a l r e s u l t s , t h e v a l u e of ())(0) i s s e t 

e q u a l t o u n i t y and t h e n t h e r e s u l t i n g s e t of nonhomogeneous e q u a ­

t i o n s i s s o l v e d b y b a c k s u b s t i t u t i o n . 

T h i s t e c h n i q u e of f i n d i n g t h e e i g e n v a l u e s , a and c , by 

l o c a t i n g t h e z e r o s of t h e d e t e r m i n a n t worked r e a s o n a b l y w e l l t o 

t h e t h r e e d i g i t a c c u r a c y r e q u i r e d f o r t h e g r a p h i c a l r e s u l t s . How­

e v e r i n t h e r e g i o n of t h e n e u t r a l c u r v e a r o u n d t h e k i n k , t h e method 

was i n a d e q u a t e . The d i f f i c u l t y was t r a c e d t o t h e f a c t t h a t t h e 

n u m e r i c a l l y computed d e t e r m i n a n t i s n o t v e r y s e n s i t i v e t o t h e 

c h o i c e of a and c , i . e . , a f a i r l y l a r g e change i n a o r c made 

o n l y a s m a l l c h a n g e i n t h e v a l u e of d e t A . P r e v i o u s work u s i n g 

t h i s me thod ( s e e S e c . I I ) was f o r m u l a t e d i n s u c h a way t h a t 

c = c + i c . i s t h e e i g e n v a l u e r a t h e r t h a n a and c . I t may b e 
r 1 r 
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that c i s a b e t t e r eigenvalue even though a double ^ ^ ^ ^ , 1 ty) 

quired. Thomas' experienced the opposite d i f f i c u l t y ( i n s t a b i l y) 

When he performed the Gaussian el iminat ion s t a r t i n g at ^ ^ " " " 
^ ^h» wall V = - 1 - However, when the Gaussian 

y = 0 and working toward the wall y 
el iminat ion was s t a r t ed at the w a l l - a s done h e r e - h e was able t o 

find the roo t s . 

Improved Eigenvalue Search 

Because the determinant evaluat ion method did not y i e l d wholly 

sa t i s fac tory resul t s an a l t e rna t ive method of f inding the e igenvalues 

was sought. The following method has been found to be very s u c c e s s ­

ful . Instead of finding the zeros of detA, *(0) i s s e t equal to 

unity and one of the boundary conditions i s l e f t u n s a t i s f i e d when 

the f in i te -d i f ference equations are se t up. The Newton r o o t f i n d e r 

i s used to find the parameter values such tha t the u n s a t i s f i e d 

boundary condition is co r rec t . In th i s study tbe boundary cond i t ion 

^(-1) = 0 was not s a t i s f i e d i n i t i a l l y and a and c^ were sought so 

that 4(-I) = 0 is s a t i s f i e d . The r e s u l t i n g se t of l i n e a r equa t ions 

is nonhomogeneous, i . e . . A* = b , and can be solved for given values 

of a and c by Gaussian e l iminat ion s t a r t i n g at y = - I and back sub-
r 

s t i t u t i o n to get the value of $ at y = - 1 . The matr ix A i s s t i l l 
five-banded (seven bands in the f i r s t - o r d e r system case) but the un­
knowns are now $ , $ , , . . . , $̂ , , and the re i s only one nonzero sub-

o 1 N - 1 ^ 

diagonal band (two subdiagonals for the f i r s t - o r d e r system) to be 

se t to zero by the Gaussian e l imina t ion . This method i s h ighly 

re l i ab le and one can obtain four to s i x d i g i t accuracy along the 

en t i re neutra l curve. 

Another d i s t i n c t advantage of t h i s method i s t h a t the p a r t i a l 

der ivat ives needed by the Newton roo t f i nde r can be ca l cu l a t ed by 

solving the d i f f e r e n t i a l equations s a t i s f i e d by — and lA- Let 
3a 3c 

L d e n o t e t h e Or r -Sommer fe ld o p e r a t o r 

^ - 2a2 ^ + a^ - i a R [ ( l -y^ - c)( ^ - a^) + 2] 
dy dy dy 



— , 34 ' atf 
and l e t 4 = ^r" and (t" = •:^—. For given values of a, c = c + i c , da dc .. r i 
and R, the complex functions 4, <f and 4 are given by the so lu t i ons 

of the following th ree problems: 

(1) Lgg* = 0, 4>'(-l) = 0, 4.(0) = 1, 4>'(0) = 4^"(0) = 0, 

(11) L^g* = f; 4>'(-l) = 0, 4>(0) = 4>'(0) = 4" ' (0 ) = 0, 

— 3 2 2 
where f = 4a())" - 4a 4) + iR[ (1-y -c ) (4)"-3ci <\>) + 2<t>] 

( i l l ) Lgg4 = f; * ' ( - l ) = 0, 4(0) = 4 ' (0 ) = 4>"'(0) = 0, 

2 
where f = - i a R ( 4 " - a 4) . 

Problems (11) and ( i l l ) are r e f e r r ed to as v a r i a t i o n a l problems by 

K e l l e r . The f i n i t e - d i f f e r e n c e approximations to these three prob­

lems y i e l d t h r ee systems of l i n e a r equat ions A* = b , At = b , A* = b 

where A i s the same mat r ix in a l l th ree problems. The unknown 

vectors 4 , 4, $ are the f i n i t e - d i f f e r e n c e approximations to 4, 4, 4 

r e s p e c t i v e l y , b iS the nonhomogeneous r i g h t hand s ide due to the 

normal iza t ion condi t ion 4(0) = 1 and b and b are f i n i t e - d i f f e r e n c e 

approximations of f and f. These th ree problems can be solved t o ­

gether by t ransforming A to upper t r i a n g u l a r form, so lv ing for 4 

and next computing b and b . Then the requi red values * ( - l ) and 

•i'(-l) can be c a l c u l a t e d by t ransforming b and b with m u l t i p l i e r s 

saved from the previous t r i a n g u l a r i z a t i o n and then back s u b s t i t u t i o n . 

I t i s assumed t h a t the nonuniform mesh spacing appropr ia te to 4 i s 

a l so appropr i a t e for 4 and 4-

The author i s not aware of any ex tens ive development in the 

numerical ana ly s i s l i t e r a t u r e of the technique of p a r t i a l l y s a t i s ­

fying the boundary condi t ions of a h igh-o rde r two-point boundary-

value problem and us ing the u n s a t i s f i e d boundary condi t ion as a 

c h a r a c t e r i s t i c equat ion to determine the e igenva lue . Neve r the l e s s , 

i t would appear t h a t the idea has wide appeal because the often 

t r i c k y and i n a c c u r a t e c a l c u l a t i o n of a determinant i s replaced by 
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the finding of the solut ion to a set of l i n e a r equat ions by wel l 

es tabl ished and r e l i ab le methods. The use of t h i s technique he re 

was motivated by experience with solving^the eigenvalue problem 

when asymptotic approximations are used. ' Having found 

asymptotic approximations to four independent so lu t ions of the 

Orr-Sommerfeld equation, the eigenvalue problem i s solved by f i r s t 

imposing a normalization condition somewhere in -1 1 y 1 0 

(namely, the non-singular inviscid so lu t ion 4^ is s e t equal to 

unity at y = y ) . Next a l inear combination of the i n v i s c i d 

solut ions is required to sa t i s fy the boundary condi t ions a t y = 0 

(4 is exponentially small at y = 0 and 4^ is r e j e c t e d ) . F ina l l y 

the ' c h a r a c t e r i s t i c equation ' used to find the eigenvalues i s the 

condition for sa t i s fy ing the boundary conditions a t y = - 1 . 

This c h a r a c t e r i s t i c equation is solved using a Newton r o o t f i n d e r . 

Reliable and accurate resu l t s were eas i ly obtained. A c lose ly 

related technique was discussed in a paper by Reynolds and 

22 
Potter who used a f i l t e r ed shooting scheme to cons t ruc t a s o l u ­
tion for given a, R and c, which s a t i s f i e d the cen t r a l boundary 
conditions and one of the wall condi t ions . A Newton roo t f i nde r 
was then used to adjust two of the parameters u n t i l the second 
wall condition was s a t i s f i e d . 

I t i s of in te res t to note how th i s improved e igenvalue search 

procedure would be used in the case of boundary-layer v e l o c i t y p ro ­

f i l e s . The Orr-Sommerfeld equation (2) s t i l l app l ies but now the 

region of in te res t extends from y = 0 to y ^ +». The boundary con-

The boundary conditions are 4(0) = 4 ' (0 ) = 0 and 4 ^ exp(-ay) as 

y ^ ». In numerical s tudies ' one usual ly chooses some p o i n t , 

y^, outside the boundary layer at which Eq. (2) can be s i m p l i f i e d 

and solved analy t ica l ly and then the numerical i n t e g r a t i o n extends 

from y = 0 to y = y^. To apply the method discussed h e r e , the 

boundary condition 4(0) = 0 would be temporar i ly re laxed . The 

Gaussian elimination would be ca r r i ed out from y = 0 to y = y with 

a normalization condition on 4 at y and then back s u b s t i t u t i o n 
D 

would yield 4(0) as the c h a r a c t e r i s t i c function to be used with 

the Newton rootf inder . 



VI. RESULTS AND CONCLUSIONS 

The aim of this study is to explore the use of an auto­

matically determined variable mesh in the numerical solution of 

the Orr-Sommerfeld equation for plane Poiseuille flow. It was 

found necessary to modify the usual matrix finite-difference 

eigenvalue search procedure. Accurate results are obtained 

which extend far into the range where asymptotic results for 

large Reynolds number apply. Familiarity with the asymptotic 

methods and results was found very useful in developing an ef­

ficient numerical scheme. All calculations were performed on 

a CDC 3600 computer in single precision arithmetic (10 signifi­

cant digits) using the machine facilities for complex arithmetic 

when needed. All results presented in the figures - except 

for tbe kink - were calculated using the second-order system (6) 

with the improved eigenvalue search technique and an initial 

uniform mesh of 100 points with tbe mesh testing parameter E 

equal to .04. 

The overall neutral curve is shown in Figure 1. This figure 

4 

was taken from Reld and on the scale of the figure tbe differ­

ence between the asymptotic and numerical results can not be dis­

cerned. Figure 2 displays the neutral curve around the minimum 

value of R and shows a comparison of several different studies. 

The present numerical calculations in this region required about 

170 mesh points and about 12 seconds of computing per point on the 

neutral curve. Three eigenfunctions at selected values of R are 

shown in Figures 5 and 6. These eigenfunctions are compared 
2 

to the inviscid eigenfunction for R = " given by 4^ = 1 - y . * 

It can be seen that except for near the wall and the critical 

point y , the eigenfunctions are close to the 4_̂  eigenfunction. 

In Figure 4 the neutral curves are shown using 100, 200, 

and 500 uniform points. These calculations were performed using 

the improved eigenvalue search procedure. Even though the 

*In the limit R = •», a = 0 and c = 0; then Eq. (4) reduces 
to 4>"/4i = U"/U which by inspection has the solution 

•(y) = u(y) = 1-y^-
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f in i t e -d i f fe rence approximations (8) and (9) with a uniform mesh are 
9 10 12 14 

not as accurate as those previously used, ' ' ' the r e s u l t s sug­

gest that the uniform mesh ca lcula t ions are reasonably accurate for 

plane Poiseui l le flow up to a Reynolds number of about 10 . A t y p i c a l 

case of the non-uniform mesh spacing generated using the method d i s ­

cussed In Section I I I i s shown in Figure 3. The e f fec t of the smooth­

ing of the mesh point spacing can be seen. This smoothing was found 

to be very important; without i t the eigenvalues were highly dependent 

upon the choice of mesh spacing even in the case of the f i r s t - o r d e r 

system. The method used in th i s study i s very general and worked 

quite wel l , however af ter having calcula ted severa l examples of t h i s 

class of problem i t may be possible co preassign the mesh po in t s with 

confidence. From Figure 3 and many other s i m i l a r r e s u l t s i t can be 

concluded that this problem requires two uniform mesh regions with a 

t r ans i t ion between (perhaps a cubic polynomial) . The d i f f i c u l t y i s 

that the loca t ion , extent and s ize of the fine mesh region i s not 

precisely known. However, these r e s u l t s suggest t h a t the f ine mesh 

should obviously be next to the wall at y = - 1 , tha t a mu l t i p l e of 

(y^ + 1) may give a good est imate of the ex ten t of the fine mesh and 

that a mesh s ize between laRf^ and laRJ"^ would be a p p r o p r i a t e . 

In order to get some idea of the l i m i t a t i o n s of the method de­

scribed m th is repor t , the ca l cu la t ions were c a r r i e d out to very 

large Reynolds numbers u n t i l they f a i l e d . A very useful t e s t of the 

accuracy of the resu l t s i s to compare them to the asymptotes to the 

neut ra l curve given by the following:* 

Upper branch, R-̂ ^̂  = 8 .44(a^) "•'̂ •'•̂ -'•̂  

Lower branch, R-"-̂ -̂  = 5 .96(a^)~' '^^ 

The following r e su l t s were ca l cu la t ed i n s i n g l e p r e c i s i o n using the 

f i r s t - o r d e r system of equations and s t a r t i n g at R = 10« with 100 

uniform points and with E^ = 0 .04. Algng the upper branch the ca l cu -

la t ions went to R = in '̂  , • t. • , 
lu at which point the r e s u l t s were very c lose 

to the asymptote values but the accuracy of the c h a r a c t e r i s t i c 



function 4(0) was no longer s u f f i c i e n t t o find an accura te r o o t . 

Along the lower branch the c a l c u l a t i o n s proceeded very accu ra t e ly 
12 

t o about R = 10 at which poin t the numerical r e s u l t s began to 

diverge from the asymptote in a manner s i m i l a r to t h a t shown in 

Figure 4 for the 100 uniform po in t case . Generally the number of 

mesh po in t s was l e s s than 400 and the sma l l e s t au tomat ica l ly gen-

e ra ted mesh po in t spacing was about 0 .1 t o 0.01 times (aR) ^ and 

many orders of magnitude l a r g e r than (aR) 

The kink in the n e u t r a l curve 

The kink in the n e u t r a l curve i s a puzzl ing d e t a i l at l a rge 

Reynolds number t h a t appeared in e a r l i e r work using asymptotic 
4 ,21 

methods. I t was conjectured t h a t the kink was due to a de­

f ic iency in the asymptotic approximations and might disappear i f 

a h i g h e r - o r d e r - a c c u r a t e theory were developed. In the most com­

monly used vers ion of the asymptotic theory the kink can be 

t raced to the loop in the graph of a complex funct ion , ca l l ed the 

T i e t j e n ' s func t ion , t h a t occurs in the c h a r a c t e r i s t i c equa t ion . 

The T i e t j e n ' s func t ion , F ( z ) , i s the r a t i o of c e r t a i n i n t e g r a l s in 
4 

the complex p lane of the Airy func t ion , Ai(£;), (see e . g . , Reld ) : 

F(z) 

^1 rC, 
^ dC AKOdC 

CO J CO 

1 1 

Ĉ  I Al(C)dC 

where Ĉ  = ze ^''^^^ and z = (-2aRy^)^^-^(l+y^) . 

The r e s u l t s using the numerical method in th i s repor t show tha t 

the kink i s i n fac t a fea ture of the e igenvalues of the Orr-Sommerfeld 

equa t ion . An enlarged p l o t of the kink region of the n e u t r a l curve 

inc lud ing both asymptotic and numerical r e su l t s i s shown in Figures 7 

and 8. Three eigenfunctions at s e l ec ted points along the neutral curve 
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q I t Should be noted that the e igenfunct ions 
are shown in Figure 9. I t snouiu 

= on^ nasses through the kink reg ion , 
do not change qua l i t a t ive ly as one passes 

, • ^i.^ f i r c r - o r d e r system ot e q u a t i o n s . 
These resu l t s were obtained using the t i r s t Y 

. v ^-^ (in d l e i t ) and about 400 mesh p o i n t s , s ingle precision ari thmetic (10 d i g i t ; , an , . ,, 
The calculat ion can be s t a r t ed with a uniform mesh (100 p o i n t s ) oth 

at an R value less than the kink region - working forward in R through 

the kink - and also s t a r t i n g at a large R value and working back 

through the kink. The difterence m the r e s u l t s i s not d i s ce rnab l e 

on the scale used in Figures 7 and 8. I t i s i n t e r e s t i n g t o note t h a t 

the asymptotic calculat ions required i-.sec per point on the curve while 

the slow (but accurate) f i r s t order f i n i t e -d i f f e r ence c a l c u l a t i o n r e ­

quired about 40 seconds per po in t . 

The importance of the kink should not be overemphasized s ince 

I t i s unlikely that i t has any physical s ign i f i cance s ince - a t l e a s t 

for plane Poiseui l le flow - i t occurs at a Reynolds number too l a rge 

for the l inear theory to be re levan t . However, these c a l c u l a t i o n s 

are d i f f i cu l t and led to several s i g n i f i c a n t improvements in the 

numerical method. Although early ca lcu la t ions in t h i s study suggested 

that the kink ex is ted , each reasonable numerical improvement in the 

method made the calcula t ions more accurate and more r e l i a b l e . These 

improvements include ( i ) the improved eigenvalue search d i scussed in , 

Section V, (11) the use of the more accurate f i r s t - o r d e r system, and 

( i l l ) a change m the eigenvalue pa rame te r i za t ion . As can be seen in 

Figures 1 and 7, the neu t ra l curve i s mul t ip le valued for fixed con­

s tant values of a or R. The c a l c u l a t i o n can proceed much more smoothly 

if a single monotonic var iable were ava i l ab l e to parameter ize the e n t i r e 

neutral curve. In the asymptotic theory z, defined above, i s j u s t such 

a parameter. I t tends to 2.30 as R inc reases along the lower branch of 

the neut ra l curve and tends to i n f i n i t y along tbe upper branch wi th 

values in the neighborhood of 5.5 a t the k ink. With t h i s in mind the 

eigenvalue search was modified to include the opt ion of s t epp ing the 

calculat ions at fixed values of z and f inding a and c with c. = 0 . 

With th i s modification the kink in the n e u t r a l curve could be t r aced 

out without any d i f f i c u l t y with the roo t f inde r due to c lose ly spaced 

multiple roo t s . 
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U : ] I 1 I I 

Fig . 1 . The Curve of Neu t ra l S t a b i l i t y for Plane P o i s e u i l l e Flow 
(adapted from reference 4) . 

F ig . 2. The Neut ra l Curve near the Minimum Reynolds Number. 
The po in t s enclosed by c i r c l e s are from Reynolds & 
Pot te r22 and the po in t surrounded by a t r i a n g l e i s 
from Thomas. ' 
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Fig. 3. The Nonuniform Mesh Point Spacing for a Reynolds Number 

of 8,000. The solid line is the spacing for nine sweeps 
of the smoothing operator and the dotted line is for one 
sweep. 
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Fig. 4. Curves of Neutral Stabi l i ty Using Various Uniform Point 
Distributions . 
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Fig. 5. The Eigenfunction for R = 5,846 (near R^in)• 
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Fig. 6. The Eigenfunctions for R = 10''. Only the portion near the wall is shown. Otherwise 4T is close to 
zero and 4ĵ  is close to but (above/below) 4«, for the (upper/lower) branch of the neutral curve. 
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Fig. 7. The Kink in the Neutral Curve (a2 versus R^^^). The solid 
line is the asymptotic result and the dots are the numerical 
results. 

Fig. 8. The Kink in the Neutral Curve (cj, versus K^/^). The 
solid line is the asymptotic result and the dots are 
the numerical results. 
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Fig. 9. The Eigenfunctions for z = 5.5, 6.1 and 6.7. Only the portion near the 
wall is shown. Otherwise ^j is close to zero and 4R is close to but 
above i>„. 
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